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Figure 1: LipNotif is a non-contact tactile notifcation system that uses airborne ultrasound tactile presentation to lips. (A) 
Our prototype system consists of a depth camera and airborne ultrasound phased arrays. LipNotif allows the user to receive 
information using only lips without sight, hearing, or hands. (B) The system automatically recognizes the position of the lip 
landmarks (green). This information is used to determine the point to be stimulated (red). (C) LipNotif can intuitively convey 
information, such as directions and emotions. The fgure shows a man reading his book and holding it with his hand while 
listening to music. He was unaware of his surroundings. With a strong stimulus to the left side of the lips, he can notice that 
an urgent visitor has arrived on the left side. 

ABSTRACT 
We propose LipNotif, a non-contact tactile notifcation system that 
uses airborne ultrasound tactile presentation to lips. Lips are suit-
able for non-contact tactile notifcations because they have high 
tactile sensitivity comparable to the palms, are less occupied in 
daily life, and are constantly exposed outward. LipNotif uses tactile 
patterns to intuitively convey information to users, allowing them 
to receive notifcations using only their lips, without sight, hear-
ing, or hands. We developed a prototype system that automatically 
recognizes the position of the lips and presents non-contact tactile 
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sensations. Two experiments were conducted to evaluate the feasi-
bility of LipNotif. In the frst experiment, we found that directional 
information can be notifed to the lips with an average accuracy 
of ± 11.1◦ in the 120◦ horizontal range. In the second experiment, 
we could elicit signifcantly diferent afective responses by chang-
ing the stimulus intensity. The experimental results indicated that 
LipNotif is practical for conveying directions, emotions, and com-
binations of them. LipNotif can be applied for various purposes, 
such as notifcations during work, calling in the waiting room, and 
tactile feedback in automotive user interfaces. 
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1 INTRODUCTION 
This paper proposes LipNotif, a non-contact tactile notifcation 
system that uses airborne ultrasound tactile presentation to lips (Fig. 
1). LipNotif allows users to receive non-contact tactile notifcations 
using only lips, without sight, hearing, or hands. 

Tactile notifcations can intuitively convey information such as 
directions and emotions to users by using various tactile patterns 
without their eyes or ears. A variety of tactile notifcation methods 
have been proposed, including graspable devices [1, 65] and wear-
able devices [15, 22, 24, 25, 32, 33, 43, 44, 48, 55]. All these methods 
require the skin to be in contact with the device. 

Non-contact tactile notifcations allow users to receive informa-
tion without physical contact with tactile devices. Airborne ultra-
sound tactile presentation [45] is a non-contact tactile presentation 
method that uses airborne ultrasound phased arrays (AUPAs). It 
can present tactile sensations with high spatial (8.5 mm at 40 kHz 
carrier waves) and temporal resolutions (1ms in this study) from a 
distance of 40 cm (in this study). Previous studies have focused on 
the palms as the main targets for non-contact tactile notifcation 
using airborne ultrasound tactile presentation [41, 42, 51]. When 
considering non-contact tactile presentation to the hands from a 
distance, there are two issues. The frst is that the hands are con-
stantly used for many other tasks in daily life, such as holding, 
grasping, and manipulating objects. The second is that the fnger-
tips and palms, which are the most sensitive parts of the hands, are 
often facing or closing inward, even if they are not doing anything, 
making it difcult to stimulate them from the outside. 

We focused on airborne ultrasound tactile presentation to lips. 
They have high tactile sensitivity comparable to the palms. In addi-
tion, c ompared to the palms or fngertips, the lips are constantly 
exposed outward (see Section 3.6 about masks) and are less occu-
pied in daily life. In terms of the balance between tactile sensitivity 
and occupancy, lips can be the efective place to receive non-contact 
tactile notifcations from the outside. 

We developed a prototype system that automatically recognizes 
the position of the lips and presents non-contact tactile sensations. 
Two experiments were conducted to evaluate the feasibility of 
LipNotif. In the frst experiment, we found that the directional in-
formation can be notifed to the lips with an average accuracy of 
± 11.1◦ in the 120◦ horizontal range. In the second experiment, 
we could elicit signifcantly diferent afective responses by chang-
ing the stimulus intensity. The experimental results indicated that 
LipNotif is practical for conveying directions, emotions, and com-
binations of them. LipNotif can be applied for various purposes, 
such as notifcations during work, calling in the waiting room, and 
tactile feedback in automotive user interfaces. 

This paper ofers the following contributions: 
(1) Proposing a new concept: the lip-based notifcation using 

non-contact tactile presentation. 

(2) Evaluating the ability of lips in tactile notifcations (direction 
identifcation and afective responses). 

(3) Describing specifc applications of non-contact tactile notif-
cations to lips. 

2 RELATED WORK 
This study consists of three research felds: mid-air haptics, tactile 
stimulation of lips, and tactile notifcation. We clarify the position 
of our study after summarizing these felds. 

2.1 Mid-Air Haptics 
Mid-air haptic technology, which provides non-contact tactile stim-
ulation to users, is gaining popularity. Diferent mid-air tactile 
presentation methods have been proposed, including wind blowing 
[31, 46, 67], air vortex rings [16, 54], lasers [30], electric arcs [56], 
and AUPAs [8, 21, 23]. 

Airborne ultrasound tactile presentation is a non-contact tac-
tile presentation method that uses AUPAs. This technology uses 
a phenomenon called acoustic radiation pressure, which occurs 
when an object blocks high-density ultrasonic waves. It provides a 
tactile sensation by modulating ultrasonic waves to match human 
tactile perception characteristics. The most basic modulation type is 
sinusoidal amplitude modulation (AM). In AM, the output intensity 
changes temporally with a sine wave of a certain frequency. Air-
borne ultrasound tactile presentation has been applied in diverse 
felds, including mid-air screens [38], virtual reality [50], and medi-
ating emotions [41]. Rakkolainen et al. conducted a more detailed 
survey on this technology [45]. 

2.2 Tactile Stimulation of Lips 
Lips have high tactile sensitivity. They had a two-point discrimi-
nation threshold of approximately 6 mm [66], which was approxi-
mately the same as that of the palms [66], lower than that of the 
arms [66] and other facial parts [53]. Another study showed that 
the two-point discrimination threshold of the back of the hands 
was higher than that of the palms [36]. 

Lips had three types of mechanoreceptors (Rufni corpuscles, 
Meissner corpuscles, and Merkel cell disks) [53, 62]. Lips had the 
lowest detection threshold of contact mechanical stimulation in 
between 30 and 60 Hz [5], which was considered to be determined 
by the Meissner corpuscles. Several methods for tactile presentation 
to lips have been studied so far, including vibrations of straws 
[19], vibrations of servo motors embedded in silicone rubber [49], 
electrotactile stimulation [34], and wind blowing [31, 46, 47, 67]. 

Jingu et al. investigated the tactile perception characteristics 
of lips in ultrasound tactile presentation [26]. The lowest tactile 
thresholds were achieved at the valley-shaped area of the lips in 
terms of location. It would be due to the multiple refections of 
ultrasonic waves in the valley-shaped structure between the upper 
and lower lip. In terms of modulation frequency, the stimulation at 
40 Hz was easier to detect than at 5 Hz and 200 Hz. This result was 
consistent with the case of contact tactile stimulation. 

2.3 Tactile Notifcation 
Tactile presentation is a practical notifcation method. By manipulat-
ing diferent tactile parameters, abstract messages can be conveyed 
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Figure 2: (A) Hardware confguration. (B) Calculation of division points. 

to users [7]. To date, many wearable tactile notifcation devices have 
been proposed. Most of them are wrist-worn devices that use a wide 
variety of modalities, such as vibrotactile [33], squeeze [15, 44], drag-
ging [22], thermal [43], and multimodal [55]. In addition to wrists, 
fnger-worn [24, 25, 48] and ear-worn [32] notifcation devices have 
been developed. 

Some papers have reported non-contact tactile notifcations to 
palms using ultrasonic cues [41, 42, 51]. Sand et al. investigated 
whether the palm could discriminate between six ultrasonic tactile 
stimuli [51]. A few studies have examined ultrasonic cue presen-
tations on facial regions other than the lips. Gil et al. compared 
the perception of ultrasonic cues at three facial sites (cheek, above 
the brow, and above the bridge of the nose) [14]. Mizutani et al. 
compared the vibrotactile thresholds and reaction times between 
six facial sites [37]. 

2.4 The Position of Our Study 
To the best of our knowledge, LipNotif is the frst to consider the 
use of lips in non-contact haptic cues. As described before, the 
lips are suitable as a stimulus site to present tactile notifcations 
because they have high spatial resolution and are not occupied by 
other tasks unlike the hands. Despite these advantages, lips have 
received no attention as targets for non-contact haptic cues. This 
is considered to be due to the hygienic issues in common contact 
tactile presentation. In this study, we overcome this problem by 
remotely stimulating the lips with AUPAs, and have developed a 
prototype for lip-based information presentation. AUPAs have a 
sufciently high spatiotemporal resolution for designing diferent 
cue patterns. In addition, AUPAs can cover a frequency range that 
is efective for tactile presentation to the lips (30–60 Hz). We in-
vestigate the ability of the lips as a non-contact tactile notifcation 
interface using ultrasonic tactile presentation. This paper focuses 
only on lips among the facial parts because they are by far the most 
sensitive in the face [53], and they have not been investigated at 
all in past studies. 

LipNotif does not require users to bring or wear any special 
equipment, or install any additional software program on their 
computers or smartphones. Additionally, LipNotif only uses the 
lips, not the eyes or ears. Therefore, the proposed method is even 

more powerful when the users do not want to wear the extra devices 
or use their eyes and ears for other purposes. 

3 IMPLEMENTATION 

3.1 Area to Present the Ultrasound Focal Point 
In this study, we targeted the ultrasonic focal point on the valley-
shaped area between the upper and lower lip. This is because, as 
mentioned in Section 2.2, the lowest tactile threshold was achieved 
at that area. 

3.2 Hardware Confguration 
Fig. 2 (A) shows the hardware confguration of the prototype system. 
We used a depth camera (Intel RealSense D435) for lip tracking and 
AUPAs for the ultrasonic tactile presentation to the lips. The AUPAs 
used in this study [58] were composed of 996 ultrasonic transducers. 

The AUPAs have a sufciently high temporal and spatial resolu-
tion for designing diferent tactile patterns. The device can update 
the amplitude and phase of each transducer’s output at a maximum 
of 1 kHz. The diameter of an ultrasonic focal point is approximately 
8.5 mm at 40 kHz carrier waves, which corresponds to the spa-
tial resolution. The focal point can be converged up to a distance 
roughly equal to the aperture of the AUPAs [2]. Therefore, the 
efective presentation distance in the proposed system is approx-
imately 40 cm. However, the efective presentation distance can 
be increased to 1–1.6 m by increasing AUPAs or using a concave 
refector, as described in Section 6.2. 

3.3 Software Processing Flow 
The software processing fow was mainly divided into two parts: 
calculation of the 3D coordinates of the division points on the lips 
and the presentation of ultrasonic cues. 

The 3D coordinates of the division points were automatically 
calculated based on the information from the depth camera (Fig. 
2 (B)). The number of divisions varied in each experiment. We 
assume that we will obtain 2N+1 division points in total (N is a 
natural number ≥ 1). First, the image acquired from the RGB camera 
was processed by Dlib facial landmark detector [29] to acquire the 
2D coordinates of three main points of lips (the left commissure 
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(�� = �0), center (�� = �� ), and right commissure (�� = �2� )). By 
dividing the straight line from the left commissure to the center 
and the straight line from the center to the right commissure into 
N equal parts, the 2D coordinates (�®� = (��� , ��� )T) of the 2N+1 
division points were obtained as: ( 

By combining them with the depth information (z(x, y)) from the 
depth sensor, we calculated the 3D coordinates (�®� = (��� , ���, ��� )T) 
of each division point. Setting the focal length of the RGB camera 
as (�� , �� ) and the optical center as (�� , �� ), the simplifed formula 
is as follows (for more details, see "rs2_deproject_pixel_to_point" 
function in the RealSense library): � �

From the 3D coordinates of the division points, we selected the 
point to be stimulated according to the purpose of each experi-
ment. Each transducer of the AUPAs was controlled based on the 
coordinates of that point [21]. 

� �®� + � −� �®� (� ≤ � )
� � �®� = (1)
�−� 2� −� �®� + �®� (� > � )
� � 

��� −�� ��� −�� 
�®� = � (��� , ��� ) × , , 1 

T 

�� �� 

 
(2)

3.4 Safety 
The irradiation limit of 40 kHz ultrasound (especially for the audi-
tory system) is currently under discussion by diferent organiza-
tions, and no specifc value has been determined. We should avoid 
direct irradiation of high-density ultrasonic waves to the eyes and 
ears. However, we believe that we can avoid signifcant safety issues 
when the proposed method is applied to real environments. First, 
Nelson et al. mentioned the upper limit for ultrasound exposure to 
the eyes (17 mW/cm2) [39], which cannot be exceeded considering 
the maximum power of the proposed system and the absorption 
rate of airborne ultrasound into the skin. Second, we can avoid 
stimulating ears by using fast lip tracking even when users move 
their faces unexpectedly during the presentation. Third, the lips 
have high tactile sensitivity, so it is possible to provide notifca-
tions with a certain suppression of output intensity. For example, in 
the experiments explained later, the participants perceived tactile 
sensation even at one-tenth of the maximum acoustic radiation 
pressure. 

3.5 Lip Conditions 
The present study was limited to dry lips. Theoretically, radiation 
pressure is determined by the acoustic impedance of the target 
medium [21]. Since skin and water have similar acoustic impedance, 
a thin layer of water on the lip surface would have little efect on the 
radiation pressure. However, we should study the tactile changes 
in wet lips or lips covered with something (lipstick, lip balm) in the 
future. 

Open or moving lips can be less likely to detect tactile presenta-
tion because they do not cause multiple refections like the valley-
shaped areas of closed lips. However, since the oral mucosa and 
tongue are also highly sensitive to touch, we can notice tactile noti-
fcations if these areas are stimulated even when the lips are open. 

In fact, when we presented ultrasonic waves to the oral mucosa 
and tongue, we could easily detect the sensation. 

3.6 Mask 
As a result of the pilot study, the lips could feel a weaker tactile 
sensation when focused ultrasonic waves were presented to lips 
covered with a mask. This is because a part of the ultrasonic waves 
passes through the mask. We consider that masks are not a seri-
ous problem in this study because the lips can be stimulated even 
when wearing a mask if the ultrasound irradiation is large enough. 
Future research should investigate how much the radiation pres-
sure is weakened when a mask is worn. Another way is creating a 
mask using acoustically transparent materials [8] through which 
ultrasonic waves can pass. 

If the lips are covered by an opaque mask, it is difcult to obtain 
the position of the lips by image recognition. This problem can be 
avoided by creating a transparent mask. 

3.7 Audible noise 
AM is accompanied by audible noise owing to the self-demodulation 
phenomenon [20]. However, owing to the ultrasonic transducer’s 
directivity and attenuation of ultrasonic waves in the air, the noise is 
less audible to people who are not in front of the device. In addition, 
the efective frequency for lip stimulation (e.g., 40 Hz) is near the 
lower limit of the audible range, making it even harder to hear. In 
another case, amplitude fuctuations can cause audible noise when 
the focal point moves quickly, and Suzuki et al. addressed this issue 
[57]. For these reasons, we do not consider the noise caused by the 
device to be a severe problem in the proposed method. 

4 EXPERIMENT 1: TRANSMISSION OF 
DIRECTIONAL INFORMATION 

In the frst experiment, we examined the feasibility of directional 
information notifcation using an ultrasonic tactile cue presenta-
tion on the lips. Directional information is used in various places 
in daily life. Directional notifcations can indicate the direction 
people should pay attention to or move towards. Because lips are 
wide horizontally and convexly curved, we considered that a spe-
cifc direction could be conveyed intuitively with some accuracy 
depending on the position where the ultrasonic tactile cue was 
presented. 

We have taken good care to avoid the adverse efects of ultra-
sound presentation on the human body. Our university’s ethical 
committee approved all experiments with human participants in 
this study. Participants wore headphones and glasses during the ex-
periments to prevent ultrasonic waves from accidentally damaging 
their eyes and ears. 

4.1 Cue Design 
We designed an ultrasonic haptic cue that conveyed directional 
information. The cue took a total of 900 ms (150 ms presentation 
followed by 150 ms pause repeated three times). During the presen-
tation, we presented a single stationary focal point of AM 40 Hz 
at a selected division point. Stimulus intensity was defned as the 
maximum instantaneous acoustic radiation pressure in a cue. In the 
experiment, we presented the focal point at the highest stimulus 
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Figure 3: (A) Experimental setup of Experiment 1. (B) Algorithm to determine the presentation position. 

intensity (��max) in the experimental setup. ��maxwas equivalent 
to 24.1 mN (2.46gf) in radiation force when measured with an elec-
tronic scale (SHINKO DENSHIViBRA AJ II). 

We defned the direction conveyed by the cue as the direction 
normal to the local lip plane where the cue was presented. We 
automatically determined the division point where the cue was 
presented using an algorithm that used the coordinates of a target 
point and all the division points (Fig. 3 (B)). We obtained 61 division 
points in the experiment. First, we selected a target point (�®� = 
(� �� , 0 T ) here). Second, we projected the division points onto the 
two-dimensional xz-plane and defned a normal (�®� = (��� , T��� ) ) 
corresponding to each division point (�®� = (��� , T��� ) ). We assigned 
a rotation of (30 + 2 × i) degrees to �� , mapping 120◦ in front (30– 
150◦ from the x-axis) to the division points:( 

(0, −1 T ) (� = 30)
�®� = (3)

(1, tan (30◦ + 2◦ × T �)) (� ≠ 30) 

We set the normals in advance because the depth camera failed to 
get the exact shape of the curve of the lips. Third, we calculated 
each intersection coordinates ({�®� = (��� , 0 T) }) between the x-axis 
(z = 0) and the vector pointing in the normal direction from each 
division point: 

Finally, we chose the division point (�� here) with the closest inter-
section to the selected target point (� � ) as the point where the cue 
will be presented: 

��� × ��� 
�®� = �®� + ��®� , (� ≠ 0) ⇒ ��� = ��� − (4)

��� 

� = arg min |��� − � �� | (5) 
� 

4.2 Experimental setup 
Fig. 3 (A) shows the experimental setup. The participants located 
their lips stationary on a chin rest at 350 mm in the z-direction 
from the device center. We set the x-axis at the same height as the 
depth camera and placed 13 target points ({�®� = (� �� , 0)T}) on the 
axis (same as Fig. 3 (B)). Each target point had a piece of paper with 
a number on it. We defned 13 straight lines ({�� }) in the range of 
120◦ (30–150◦) anterior to the chin rest and assigned a rotation of 

(30 + 10 × � ) degrees to each line. � � was placed at the intersection 
between �� and the x-axis: 

� �� = 350 × tan (−60◦ + 10◦ × �) (6) 

4.3 Procedure 
The participants wore glasses and headphones throughout the ex-
periment. Pink noise was continuously played from the headphones 
to exclude the infuence of the driving noise of the AUPAs. The 
experiment was limited to dry closed lips with nothing on them. 

The experimental fow was as follows. 
(1) The face was placed stationary on the chin rest. 
(2) A target point to be presented next was chosen randomly. 
(3) An audio instruction was played 3 seconds before the haptic 

cue. 
(4) The cue (900 ms) was presented to a division point deter-

mined by the algorithm described in Section 4.1. 
(5) An audio instruction was played to announce the end of the 

cue. 
(6) The participants moved their faces away from the chin rest 

and faced the direction they thought was presented by the 
cue. 

(7) The participants pointed to a paper in the center of the feld 
of vision. 

The above fow was performed 26 times (twice at each target point, 
in random order) for each participant. Each participant practiced 
up to two times before entering the main experiment to confrm 
the experimental procedure. To prevent participants from mapping 
the division positions to the target points in advance, the number 
of practices was small enough, and the correct answers were not 
given. 

4.4 Results 
Fig. 4 (A) shows a confusion matrix representing the correspon-
dence between the true target points and the answered points. Each 
cell is expressed as a percentage. Fig. 4 (B) shows a comparison 
of the root mean square error (RMSE) for each target point. We 
calculated the RMSE using the angles assigned to each target point 
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Figure 4: Results of Experiment 1. (A) Confusion matrix between the true target points and the answered points. (B) RMSE for 
each target point. 

(30–150◦). A total of 14 participants (2 women and 12 men aged 
23–29 years) participated in the experiment. They had experienced 
ultrasonic tactile presentations to their hands, but rarely to their 
lips. 

As shown in Fig. 4 (A), no participants mistook between the left 
(0–5) and right directions (7–12). The absolute diference between 
the true and answered points was 30◦ or less. The incorrectly an-
swered points tended to be biased inward toward the central target 
point (6). In Fig. 4 (B), the RMSE for all the target points was ap-
proximately 11.1◦. For each RMSE, the lowest value was 2.67◦ (6), 
and the highest value was 15.1◦ (1). 

4.5 Discussion 
We found that our system could transmit directional information 
with an average accuracy of within ± 11.1◦. The Useful Field of 
View [3] (UFOV, defned as "the total visual feld area in which useful 
information can be acquired without eye and head movements") was 
found to be the area between 20◦ and 30◦ in front, although it varied 
depending on the task. Considering the UFOV, the true direction 
conveyed by the ultrasonic cue was approximately within the UFOV 
when facing the answered direction. Therefore, we can say that the 
algorithm used in this study conveyed directional information with 
sufcient accuracy in the 120◦ range in front, and without the need 
for prior mapping between the presentation positions and angles. 

The bias of the incorrectly answered points toward the center 
point occurs probably because the angle of the pre-assigned nor-
mals for each division point was inappropriate. In the future, we 
can consider creating a mapping model between the presentation 
position of the cue and the direction answered by the participants. 

5 EXPERIMENT 2: ASSESSMENT OF 
AFFECTIVE RESPONSES 

In the second experiment, we investigated the efect of diferent 
ultrasonic haptic cues on the lips on the afective responses. Emo-
tion is important information that infuences people’s behavior. 

Tactile sensations play an essential role in the transmission of emo-
tions [10]. We considered investigating whether ultrasonic tactile 
presentation to the lips would change the evoked emotion. 

We used the 9-point Self-Assessment Manikin (SAM) [6] to as-
sess afective responses in terms of valence and arousal. Valence is a 
measure of the pleasantness of a stimulus, ranging from 1 (unpleas-
ant) to 9 (pleasant). Arousal is a measure of the intensity of emotion 
provoked by a stimulus, ranging from 1 (calm) to 9 (excited). 

5.1 Cue Design 
We designed 12 ultrasonic haptic cues (two stimulus intensities × 
six spatiotemporal patterns). We determined these two parameters 
mainly based on previous studies regarding afective touch [41, 63]. 
All cues were 2 seconds long and presented a single focal point of 
AM 40 Hz. The spatiotemporal pattern represents how the focal 
point moved for 2 seconds. 

Two stimulus intensities were used: ��maxand ��th. If ��maxis 
defned as 0 dB, then ��this the stimulus intensity corresponding to 
approximately -20.1 dB. We confrmed in a pilot study that ��thwas 
perceived but was much weaker than ��max. We prepared two sig-
nifcantly diferent intensity conditions mainly by referring to [63]. 
In [63], low intensity stimuli were perceived as more pleasant, and 
high intensity stimuli more arousing. As for valence, it was similarly 
described in [41]. 

Fig. 5 (A) shows six spatiotemporal patterns. We obtained 81 
division points in the experiment. �� �0 and �� �1 are both station-
ary patterns for 2 seconds. Respectively, the focal point stays at 
the left commissure (�0) and the center (�40). �� �2 and �� �3 are 
patterns that reciprocate four times in 2 seconds through a quarter 
of the total division points. �� �2 moves between �0 and �20, and 
�� �3 between �30 and �50. �� �4 and �� �5 reciprocate through all 
the division points (between �0 and �80) in 2 seconds. During the 
presentation, �� �4 reciprocates once and �� �5 four times. Regard-
ing the spatial movement pattern, we slightly referred to [41]. We 
prepared patterns to compare the center of the lips (�� �1, �� �3) 
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Figure 5: Results of Experiment 2. (A) Six spatiotemporal patterns. (B) Evaluation of valence and arousal for each cue. 

with the edge of the lips (�� �0, �� �2) since some people in the pilot 
study indicated that the presentation to the edge was more unpleas-
ant than to the center. As for the movement speed, we referred 
to [63]. C-tactile (CT) aferents in the hairy skin are said to have 
the potential to elicit pleasant perceptions [63]. CT aferents in the 
forearms responded most vigorously at 1–10 cm/s when using a soft 
brush, and subjects perceived the stimulus as most pleasant [35]. 
Tsalamlal et al. suggested that similar results could be obtained for 
non-contact tactile stimulation of the forearms using air jets [63]. 
Though lips are hairless and have no CT aferents, we prepared 
patterns for static (���0, �� �1), slow movement (�� �4), and fast 
movement (�� �5). Assuming that the width of the lips is about 5 
cm, �� �4 and �� �5 respectively correspond to about 5 cm/s and 20 
cm/s. 

5.2 Procedure 
The experimental setup was the same as in Experiment 1, but there 
was a paper with images of SAM manikins under the AUPAs. There 
were no objects in the participants’ feld of view that signifcantly 
afected valence or arousal. 

The experimental fow was as follows. 

(1) The face was placed stationary on the chin rest. 
(2) A cue to be presented next was chosen randomly. 
(3) An audio instruction was played 3 seconds before the haptic 

cue. 
(4) The cue (2 s) was presented. 
(5) An audio instruction was played to announce the end of the 

cue. 
(6) The participants evaluated valence and arousal, pointing to 

the corresponding values (1–9). 

The above fow was performed 24 times (twice at each cue, in 
random order) for each participant. 

5.3 Results 
Fig. 5 (B) shows the evaluation of the valence and arousal for each 
cue. The participants were the same as in Experiment 1. The Shapiro-
Wilk test showed that most of the data sets did not follow a normal 
distribution (valence: 10/12, arousal: 8/12), so we performed non-
parametric tests. 

The efect of the stimulus intensity was remarkable. In all the 
spatiotemporal patterns, the Wilcoxon signed-rank test showed a 
signifcant diference between ��maxand ��thin both valence and 
arousal (� < 0.05). On the other hand, the spatiotemporal pat-
tern did not signifcantly afect the afective responses. In both the 
stimulus intensities, the Friedman test showed that the six spa-
tiotemporal patterns were not signifcantly diferent in valence or 
arousal (� ≥ 0.05). 

5.4 Discussion 
We found that the stimulus intensity mainly determined the afec-
tive responses in ultrasonic haptic cues on the lips. Overall, the 
stronger stimuli (��max) elicited more unpleasant and more excited 
emotions, while the weaker stimuli (��th) elicited more pleasant 
and calmer emotions. This result was similar to the previous studies 
[10, 41, 63]. On the other hand, it was difcult to evoke pleasant 
emotions with high arousal, as well as unpleasant ones with low 
arousal. This polarization could be caused by two factors. First, 
the used stimulus intensities were at the extremes (��max: highest 
stimulus intensity using AUPAs, ��th: near the tactile threshold of 
the lips), and there was no intermediate intensity. Second, the lips 
are less exposed to strong tactile sensations, so the participants 
might feel unpleasant and excited if they experienced even a slightly 
strong stimulus. 

No signifcant diferences for spatiotemporal patterns were found. 
Several participants stated that stimulation to the edge was more 
unpleasant than to the center, but there was no signifcant difer-
ence overall in terms of location. As for the movement speed, it is 
probably due to the lack of CT aferents. Löken et al. suggested that 
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Figure 6: Three applications. (A) Notifcations During Work, (B) Calling in the Waiting Room, (C) Tactile Feedback in Automo-
tive User Interfaces 

in the palms, which lack CT aferents, no relationship was found 
between brush velocity and pleasantness ratings [35]. 

We concluded that we could elicit sufcient changes in afective 
responses for the applications shown in Section 6.3. If we want to 
convey important or urgent information, we had better present a 
cue at ��max. If not, it is better to present the cue at ��th. 

6 GENERAL DISCUSSION 
The experimental results showed that the ultrasonic tactile pre-
sentation to the lips had sufcient performance in transmitting 
directional information and eliciting afective responses. In this 
section, we discuss the proposed method from a more practical 
perspective. 

6.1 Combination of Cues 
We used a single cue for each presentation in the experiments, but 
we can also combine the directional and emotional cues into a single 
cue. Experiment 2 indicated that we could evoke diferent afective 
responses regardless of the presentation position. This suggests 
that we can independently convey directional and emotional in-
formation to the lips. For example, if a directional cue is presented 
at ��max, it can tell the users that there is something important or 
dangerous in that direction. 

6.2 Limitation 
We should improve the efective presentation distance (approxi-
mately 40 cm in the current system) to use it for a broader range 
of applications. Airborne ultrasound tactile presentation at long 
distances is an area that is currently being actively researched. 
Hasegawa et al. [18] and Suzuki et al. [59] achieved ultrasonic tac-
tile presentation at a distance of 1 m using multiunit AUPAs. Ariga 
et al. showed that 20cm-square AUPAs could create a 20cm-cube 
workspace, where an ultrasonic focal point could be formed, at a 
distance of 1.6m [28]. Currently, it is costly to create AUPAs capable 
of ultrasound presentation at long distances. However, if research 
on this topic continues to develop, various applications using non-
contact tactile notifcations over long distances will emerge. 

Another issue is the bulkiness of AUPAs. If the current AUPAs are 
placed in front of the face to stimulate the lips, they may interfere 
with the work area. Kamigaki et al. proposed a thin and fexible 
AUPA using electrostatic force-driven ultrasound transducers [27]. 
As the devices become thin, they can get easier to place in the 
human environment. 

6.3 Specifc Applications 
The proposed method opens a new and useful interaction; the non-
contact tactile notifcation using the lips. Our system can be applied 
for various purposes in daily life. Fig. 6 shows specifc applications. 
As discussed in Section 2.4, we note that the proposed method does 
not require users to wear or bring anything in advance. 

6.3.1 Notifications During Work. Various distractions can occur 
during a remote meeting, such as visitors, notifcations of the fol-
lowing schedules. Users do not want to suddenly take their eyes 
or ears of the meeting not to miss important information. There-
fore, notifcations using the display on the screen or voice over the 
earphones may be unsuitable in this case. 

The proposed method allows the users to receive notifcations 
while keeping their eyes and ears focused on the meeting (Fig. 6 
(A)). By linking the proposed method with a calendar application 
or home appliance system, the user can be notifed at the right tim-
ing. The stimulus intensity can convey the importance of notifed 
information. For less urgent notifcations (e.g., 30 min before the 
next meeting), a calm cue (at ��th) is fne. On the other hand, if 
there is an important notifcation (e.g., visitors), an exciting cue (at 
��max) would be better. As mentioned in Section 6.1, a combination 
of cues is useful here. When important visitors come to visit, direc-
tional cues at ��maxcould be used to draw the user’s attention in 
the direction of the intercom. 

6.3.2 Calling in the Waiting Room. In hospitals, we often wait 
for our turn in the waiting room. Sometimes we must wait for a 
long time without doing anything in order not to miss our waiting 
number displayed or called. 
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The proposed method can be an efective alternative to other 
calling methods (Fig. 6 (B)). As long as the users’ lips are exposed, 
they can perform diferent activities during the waiting time, such 
as watching videos, listening to music, or reading books with their 
hands. Another advantage of the proposed method is that it can 
form an ultrasonic focal point at any three-dimensional position in a 
specifc range by controlling the transducers’ phases. By combining 
the proposed method with face recognition, a single device could 
notify multiple people within the efective presentation distance 
(described in Section 6.2) in the waiting order. 

6.3.3 Tactile Feedback in Automotive User Interfaces. The combina-
tion of hand gestures and ultrasonic haptic feedback has received 
much attention as an efective interaction in automotive user inter-
faces [13, 17, 52]. It is considered to have several advantages over 
touchscreens and audio input/feedback systems: it allows drivers 
to keep their eyes on roads and is not afected by external auditory 
noise. However, past studies assume that the drivers take one hand 
of the wheel to receive haptic feedback while driving, which can 
still lead to accidents. 

One possible way to perform in-vehicle interactions while keep-
ing the hands on the wheel is to use the lips as a user interface 
(Fig. 6 (C)). We can consider combining lip gesture recognition via 
image tracking [9] (input) with LipNotif (feedback). As examples 
of inputs, users can move their lips left or right to select songs in 
the car, or move them up or down to adjust the temperature of the 
air conditioner. Tactile feedback can be presented to the lips as a 
confrmation of the input. For another use, in combination with 
drowsiness detection algorithms [12, 64], the system can alert the 
drowsy drivers. 

6.4 Future Work 
This research leads to diferent future studies related to notifcations 
using ultrasonic tactile presentation to the lips. First, we should 
explore the possibility of using a more complex cue to provide 
detailed information notifcations. In addition to the cues used in 
this study, diferent cues can be designed using multiple ultrasonic 
focal points, other modulation types (Lateral Modulation [60, 61] 
or Spatiotemporal Modulation [11]), complex rhythms, continu-
ous changes in stimulus intensity, and combination with other 
modalities (auditory or visual feedback). Simultaneously, we should 
investigate whether the lips can distinguish between these cues. 

We should also consider presenting non-contact tactile sensa-
tions to the lips from various angles. In the experiments, we focused 
on the case where the device was placed directly in front of the 
face. However, when introducing the device into a real-world en-
vironment, the device can be placed obliquely to the face. Jingu et 
al. [26] suggested that even when the device is placed at an angle 
to the face, presenting the focal point in a valley-shaped region 
horizontal to the device plane can cause multiple refections of 
ultrasonic waves, which results in a stronger tactile sensation. For 
detecting profle faces in images, OpenFace [4] is more suitable 
than Dlib. 

Besides the masks (Section 3.6), no obstacles are desirable be-
tween the lips and the device. We may be able to overcome this 
limitation by using self-bending ultrasound beams [40]. 

7 CONCLUSION 
We proposed LipNotif, a non-contact tactile notifcation system that 
uses airborne ultrasound tactile presentation to lips. Lips are suit-
able for non-contact tactile notifcations because they have high 
tactile sensitivity comparable to the palms, are less occupied in 
daily life, and are constantly exposed outward. We developed a 
notifcation system that automatically recognizes the position of 
the lips and presents non-contact tactile sensations. To the best 
of our knowledge, this study is the frst to consider the use of 
lips in non-contact haptic cues. In the frst experiment, we found 
that the directional information can be notifed to the lips with an 
average accuracy of ± 11.1◦ in the 120◦ horizontal range. In the 
second experiment, we could elicit signifcantly diferent afective 
responses by changing the stimulus intensity. The experimental re-
sults indicated that the proposed method is practical for conveying 
directions, emotions, and combinations of them. 

This research opens up a new interaction: non-contact tactile 
notifcations using only lips, without sight, hearing, or hands. Our 
system can be applied for various purposes, such as notifcations 
during work, calling in the waiting room, and tactile feedback in 
automotive user interfaces. 
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